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a b s t r a c t

This history summarizes control discrete-eventbrief the ‘supervisory of systems’ as it has evolved in the 

period 1980–2017. Overall, the from trend been has centralized ‘monolithic’ control or to more struc-

tured architectures, and onefrom symbolic ‘history’ this‘naive’ to computation. Like any represents the 

perspective some haveof the authors; in consequence important contributions may been overlooked or 

short-changed.
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1. Background c.1980and early motivation

The super-year 1980 is departurea convenient point of for

visory discrete-event systemscontrol of (SCDES) thein current

sense. that broad By time the field as known ‘modern’ systems

control that well-had evolved over the previous 20 years was

established, on of ofthe basis the conceptsfive fundamental feed-

back, stability, controllability, observability, and quantitative op-

timality (Athans & Falb, 1966).1 Of particular relevance later to

SCDES were geometric concepts for regulator synthesis by feedback

in linear multivariable systems (Basile Wonham,& Marro, 1991;

1985), namely the lattice aof subspaces of linear vector space,

∗ Corresponding author. 

E-mail addresses: wonham@ece.utoronto.ca (W.M. Wonham), kai.cai@eng.osaka-

cu.ac.jp (K. Cai), karen.rudie@queensu.ca (K. Rudie). 
1 For the reader’s convenience, place originalin of sources textbooks or mono-

graphs may wherebe cited references to the former can be found. 

including controlled controllabilityinvariant subspaces, subspaces,

supremal elements sense (unique maximal) in the of or-partial 

der by subspace inclusion, notion and the concomitant of quali-

tative optimality. The dynamical systems to which systems control

applied were generally those described ordinaryby or partial dif-

ferential equations and their discrete-time sampled-data counter-

parts, the drivers themain application being industrial process in-

dustries programs.and various national space

By discrete-event systemscontrast, (DES) was an area apart,

concerned with systems discreteusually in andtime state space,

driven (or additionby instantaneous thanevents other in to) 

the tick aof clock, and ‘nondeterministic’ in the sense of mak-

ing state-transitional choices mech-by internal chance or other

anisms not necessarily modeled system analyst.by the Such

systems were generally not amenable differentialto the tech-

niques of systems The control. application drivers included man-

ufacturing, traffic, database management, logisticand systems.

Owing to model complexity and analytical intractability, sys-

https://doi.org/10.1016/j.arcontrol.2018.03.002
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tem simulation played in analysis anda major role optimiza-

tion; seemsindeed the term ‘DES’ to have originated with

the simulation community and computer languages like SIMULA

and analysisSIMSCRIPT ( TheoreticalFishman, 1978). rested on

queues (Ephremides, Varaiya, & Walrand, 1980), Markov chains

(Howard, 1960), Petri nets (Peterson, 1981), and boolean transi-

tion structures (Aveyard, 1974); while design approaches exploited 

semaphores (Dijkstra, 1965), expressions ),path (Shields, 1979 and

computer program alongrepresentation by pseudo-code with

‘by-hand’ alternating cut-and-try with informal verification (Ben-

Ari, 1982). Formal attacks evolved in inresponse, especially soft-

ware science, either expressed in process algebras as such com-

municating sequential processes (CSP) (Hoare, 1985), the calculus

of communicating systems (CCS) (Milner, 1989), and work of the

emerging ); proposedDutch school (Baeten, 2004 or from a lan-

guage perspective processin terms of behaviors (Arnold & Nivat,

1980; Beauquier & Nivat, 1980).2

In this literature control problems implicit,were certainly but

formal synthesis systems(in the style of control) was broadly lack-

ing. No standard paradigm existed analogous optimal to control,

and nothere was often clear separation of controller uncon-and

trolled ‘plant’. theThe need (or at least interest) was therefore ap-

parent which (1)of controla DES theory would be discrete in time

and space, asynchronous, event-driven (possibly)as aswell clock-

driven, nondeterministicand (supporting autonomous transitional

choices); (2) andrest on controla simple ‘technology’ exploit stan-

dard amenablecontrol concepts; (3) be to computation and appli-

cable to the drivers manufacturing);DES (such as and (4) be ac-

cessible practitionersto and students of control engineering.

2. Language controllability supervisoryand monolithic control

– 1981–1987

The DES control theory which appeared in response (Ramadge

& Wonham, 1982) was not startling. The modeled plant was in-

ternally as machine physical inter-a finite state (FSM) for ease of

pretation and explicit computation;3 plant external behavior was 

thus a optionally theregular language, which could be considered

conceptual starting point independently representation.of Control

specification also modeled FSM,was as an the corresponding reg-

ular language providing an upper bound acceptableon controlled

behavior. The key advantages of this setting were its flexibility,

broad expressiveness, regularand the technical feature of language

closure under boolean operations. Thethe proposed control tech-

nology a the )was simply partition of language alphabet (of events

into and controllable uncontrollable, the former amenable to dis-

ablement (prevention from occurrence) by a hypothetical external 

agent dubbed supervisor, the latter directevents not capable of dis-

ablement presumedbut liable internalto occur or(by chance, sys-

tem ‘volition’) thewhenever defined at system’s current state.4

The thensupervisory control synthesis problem was formalized as

that observingof ondesigning finite-statea supervisor which, the

string at each of events generated by the plant, would state dis-

able a subset controllable thesuitable of events to ensure that gen-

erated controlled behavior (regular language) continued to satisfy

the thecontrol specification, namely remained within specification

2 While several ( ) foreshadowed publicationsin ways Arnold & Nivat, 1980 the 

(Ramadge Wonham, 1982; & 1987b) cited below, it was not until 1992 that the 

respective authors became aware Arnoldof each others’ work. We thank Prof. for

helping thisto clarify connection, retrospectivelyand Dr. Angelo mediating Bean for

between which, mutuallyour two communities at that time, were rather isolated. 
3 That control andthe two areas of theory automata theory shared ideas in com-

mon had been recognized for some time (see e.g. Arbib, 1965). 
4 The term supervisor for such a ‘disabling agent’ was adopted to distinguish it 

from Nevertheless, controller (conventionally a ‘forcing agent’). forcing action can 

effectively withinbe modeled the theory when needed.

or ‘legal’ language. As in standard systems control, the approach

was thus to separate explicitthe issues of problem definition and

computation.

Inasmuch sense, allow-as disabling all controllable aevents (in

ing as aslittle possible) could often yield (trivial) syn-a formal 

thesis, a concept of qualitative optimality introduced was requir-

ing that the controlled behavior be as asrich possible (maximally

permissive or minimally restrictive) subject to the con-specification

straint. Therefore the the subclassneed arose to identify of (reg-

ular) givenlanguages which, for plant and specification, could be

synthesized as just described, behav-and whichwithin an optimal

ior could Thusbe shown to exist. the final and key ingredient of

the theory (Ramadge & Wonham, 1982; 1987b) the conceptwas

of controllable language, the crucial the controllableand fact that

sublanguages of a given admitted a(specification) language unique

maximal (or element.supremal) More technically, the legal control-

lable ansublanguages form upper semilattice theunder partial or-

dering language (i.e.of string subset) theinclusion. The solution of

formal problem precisely elementof control thusoptimal is the top

of orthis semilattice, supremal controllable sublanguage (of the le-

gal language). The latter effectivelywas shown to be computable,

indeed anpolynomial size legal language, in the state of the by 

algorithm call Thewe shall later ‘Supcon’. conceptual debt to pre-

vious theorygeometric regulation was evident: while in geometric 

regulation theory synthe-one synthesizes subspaces, in SCDES one

sizes techniquelanguages; synthesisthe is to use feedback.

Not uniquely in the annals of interdisciplinary research 

( the communityGold, 1989), response to this proposal ranged from

indifference to hostility. Computer specialists dismissed the engi-

neering FSM asapplication of and regular languages trivial and/or

nothing new, while control specialists impracti-regarded FSM as

cal and/or irrelevant: “Finite automata,” declared one anonymous

reviewer for a leading journal, “have no place in control engineer-

ing.” Eventually the archival paper was accepted a journalby third

as a putative contribution (to ‘optimal control’ Ramadge & Won-

ham, 1987b).

3. Confronting challengethe computational

Attempts to apply the theory new to industrial problems en-

countered notorious the barrier as exponential state space explo-

sion.5 Thus a withworkcell N machines each having k states would 

be modeled as a with plant a priori state size ∼ kN, so 10 ma-

chines ineach with 5 states would result a model withglobal

state count 510 ∼10 million. Naive extensional representation of

such systems transitions(whereby the are all listed and stored ex-

plicitly) first response, researchersrapidly becomes ainfeasible. As

therefore turned to ‘smart architectures’ involving andhorizontal

vertical modularity, (or in systems terms decentralized Ramadge

& Wonham, 1987a) (and hierarchical Zhong & Wonham, 1990) de-

compositions, later including distributed control by supervisor lo-

calization (Cai & Wonham, 2010a) (described below).

The decentralized approach (Ramadge & Wonham, 1987a)

adopts the theview that plant behavior is restricted by multiple

local control specifications. The approach thus synthesizes a de-

centralized thesesupervisor to enforce each of specifications sep-

arately. benign In cases synthesized decentralizedthe supervisors

work ‘cooperatively’, theand their parallel operations achieve same

controlled behavior as the centralized, or ‘monolithic’, supervisor

did (to enforce the overall specification). In general, however, de-

centralized supervisors are myopic’ and unaware theirof global in-

teraction; livelockthe may conflictresult be that leads to (block-

5 Formal complexity studies were reported in Gohari and Wonham (2000) and 

Rohloff and Lafortune (2005).
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ing) or even deadlock. The problem is thus to effectively coordi-

nate the supervisorsdecentralized to ensure global nonblocking

behavior, centralizedas the supervisor would have guaranteed. In-

deed, namely de-while control authority may ultimately ‘local’,be

composable into specialized supervisors with aauthority over just

few plant components for enforcing a corresponding specification,

to guarantee that interact these entities without conflictmutual 

means solving nonblocking problem,the global subject yet again

to exponential computational effort. In other words, decentralized

control typically coordination, requires global which threatens as

before beto computationally infeasible.

On the the (other hand, hierarchical approach Zhong & Won-

ham, 1990) a theenvisions that ‘manager’ at high level, being in-

terested only ‘significant’ dynamicsin of the theplant at low level,

makes control decisions which are implemented hier-through a 

archical feedback approach‘command-information’ loop. The first

employs a causal create a(or prefix-preserving) map to high-level

plant (bymodel aggregating significant low-leveldynamics of the

plant), smaller size thanwhich is optimistically much in state the

low-level high-levelmodel. Based on the model, thenthe approach

synthesizes a high-level (i.e.supervisor a manager) to enforce an

imposed high-level specification. thatThe expectation is the con-

trols of the manager, at highmaximally permissive the level, will

be faithfully implemented on the low-level plant. The manager

may, however, be chagrined that low-levelby the fact the con-

trolled behavior is generally more conservative than expected. The

cause lies in the possible inconsistency of information when cre-

ating high-level using the plant the causal amap; as cure, more

refined dynamics must be included in the high-level model. This

issue is called hierarchical consistency (Wong & Wonham, 1996a;

Zhong & Wonham, 1990). guaranteeTo consistency, the price to be

paid is increased size high-level state of the plant whichmodel, 

could become even larger than low-level thisthe model. Again

may the supervisorrender synthesis of high-level computationally

infeasible.

Several emergedapproaches, used orsingly in combination, to

grapple with this issue. Essentially sought they to combine effi-

cient system architecture with the‘smart’ computation. Thus com-

putational model ( )of state charts Harel, 1987 was adapted for

control purposes in the version state tree structures (STS) (Ma &

Wonham, 2005). layeredThese are (or modelshierarchical) which

make distinct extensional)essential use of intensional (as from

representation of control functions using binary decision diagrams

(BDDs) (Bryant, 1986).6 With intensional representation a com-

putable entity is stored not by tabling its values but instead pro-

viding an algorithm by which they are computed explicitly just

when whereneeded (as in the numbers,decimal representation of

‘123’ is insteadstored of, say, a string of 1231’s). Another effi-

cient model introducedclass to be was extended state machines

(ESM) (Chen & 00; &Lin, 20 Skoldstam, Akesson, Fabian, 2007;

Yang & Gohari, 2005), namely FSM parametrized boolean by and

integer variables elements for logic and buffers, plus logic-based

transition succinctguards and variable assignments for represen-

tation of state transitions. Other model types found useful in-

cluded (bounded) Petri nets (Krogh, 1987) (or vector DES Li & Won-

ham, 1994) usually (either of these equivalent synchronousto a 

product buffers),of 7 especially using FSM when processed algo-

rithms of Supcon type to achieve maximal permissiveness with

6 For apparently the earliest ofapplication symbolic supervisorycomputation to

control see articlethe (Balemi, Hoffmann, Gyugyi, Wong-Toi, & Franklin, 1993).
7 To model a bounded determine PN as a standard DES, the bound bi on each 

place pi , construct buffers Bi with capacity bi , state in the obvious way bring in 

transitions σ j among the Bi by inspection of the PN state transitions tj , and finally 

take the thesynchronous product of Bi . 

nonblocking (Chen & Li, 2013). historicalFor a review of Petri nets,

refer to Giua and Silva (2018).

4. Language withobservability and monolithic control partial

observations

Successful formalization of control on‘local’ structures rests

some notion systemsof ‘local observability’. In control observabil-

ity is plant itsa aproperty of together with output or observation

structure, which plantguarantees that enough aboutdata behavior

(or current state) are available for implementation of a given class

of controls (such controls).as feedbackarbitrary state Specialized

to our DES model, ‘observation’ ahas been modeled by channel

for transmission the of generated language strings from plant to

supervisor. memory, trans-The simplest type of channel has zero

mitting selected one-by-onealphabet symbols without change (in

the case )of observable events or else erasing them altogether (the

unobservable events). Formally, the achannel is modeled by natu-

ral projection from a a givenlanguage over alphabet to its image

over a .specified observable subalphabet 8 A language is then said

to be observable, with respect to a given natural plant and pro-

jection if, for every plant-generated already language,string in the

its projection consistently adetermines whether putative one-step

(event) extension languageof ofthe astring remains member the

or not. a controllableIt is shown that language can be synthesized

(in a with the thefeedback loop plant) on observing only projected

generated strings (i.e. strings channel’)‘output by the if and only

if is the language observable (Lin & Wonham, Cieslak, 1988, De-

sclaux, Fawaz, & Varaiya, 1988). languageIn the regular framework

observability is in in decidable time polynomial the state size of

the (targeted language Rudie & Wonham, 1990; Tsitsiklis, 1989).

Conceptually, theat least, foregoing developments brought

SCDES control.into the mainstream of systems Unfortunately, ob-

servability intractable synthesis,has turned out to be for practical

the technical reason being that, controllability,unlike this prop-

erty fails to be closed under language union; upper the semilat-

tice algebraic structure that languages aloneholds for controllable

therefore fails; hence no optimal (unique maximally permissive)

solution to the problem of supervisory control under partial obser-

vations (SCOP) need generally exist. Relaxing optimality to require

only ‘maximal’ inasmucha solution is no particular of help as a

designer idea el-would generally have no where such a maximal

ement might landscapebe located the in of solutions. Moreover,

even when a themeaningful observable sublanguage can be found,

construction of a supervisor that synthesizes that language cannot

be achieved in polynomial ).time (Tsitsiklis, 1989 9 These negative

results related to control under partial observation unex-are not 

pected: when an agent cannot determine which of oc-two events

curred from boththe current state, it is forced to consider paths

that possibleexit the state to examine all future outcomes.

In mitigation, conditions full observability stronger than have

been proposed and, applicationswhile largea catalog of realistic 

has inyet to emerge, many instances ear-yield Thea useful result.

liest and simplest was normality (Lin & Wonham, 1988), namely

that language determined essentially a is by its ininclusion the

plant and itsspecification languages together with image under

the given natural projection for partial observation. It is shown

that normality observability, implies and that the con-family of 

trollable a normal languages admits supremal element that is of-

ten feasibly computable despite exponential worst-case complex-

8 While a called a appearsmapping mask is also used in the literature that more 

general than thatprojection in it maps the alphabet to a potentially al-different 

phabet a are(and not merely subalphabet), in fact, problems solvable using masks

equivalent ones projection. to using
9 On the normal pessimistic assumption that NP = P.
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ity. The main shortcoming of this normality solution to SCOP is

that (i.e. an event can considered be controllable subject to pos-

sible disablement) only observable. if it is In general this means

that supremalthe normality solution may be empty even though

some observability solution lat-is not not, albeit whether or the

ter exists will in however,general be problematic. More recently,

an improved condition of relative observability has been proposed

(Cai, Wonham,Zhang, & 2015b), thanstronger observability but

strictly weaker than desirablenormality sameand with the prop-

erty of ofclosure Thusunder language union. the family control-

lable and relatively observable languages admits supremal ele-a 

ment, SCOP,yielding a ‘relatively’ optimal solution to which hap-

pily places disablementno restriction on the of unobservable con-

trollable withevents. As normality, canthis solution be feasibly

computable; examples have its shown practical well utility as as

its generally greater permissiveness normalitythan the solution to 

SCOP.

Despite challenges the computational that partial observation

entails, the more realistic setting of control under obser-partial 

vation has andled developmentto the of interesting concepts re-

search avenues. 

In a ‘detectability’ systems,loose analogy to in classical control

the sys-notion of detectability was developed in SCDES to examine

tems whose observationsinitial where state is andunknown are

used ofto determine the state the system (Shu, &Lin, Ying, 2007).

A complementary body of work developed on failure diagnosis in

DES (Sampath, Sengupta, Sinnamodhideen, Lafortune, & Teneket-

zis, 1995). thisIn model, system unobservablefaults or failures are

events and isthe goal to determine, using subsequent observations,

if and hasat what stage a failure occurred. This work was moti-

vated by the theneed for diagnostics in automotive industry and

for heating, conditioningventilation and air systems.

The next stage in examining partial observation was to general-

ize the model a observ-standard to admit dynamic notion of event

ability, observablewhereby aninstead of event being or unobserv-

able, individual occurrences of oran event may be observable un-

observable (cf. dynamic obser-Huang, Rudie, and Lin, 2008) where

vation is whichdefined for multiple supervisors—a casespecial of

is the observation considerationpartial under here). This notion of

dynamic activationobservation is required for problems of sensor

(Thorsley & Teneketzis, 2007) (and system opacity Bryans, Koutny, 

Mazaré, Mazaré,& Ryan, 2008; 2004)—a property needed in com-

puter and network security.

Sensor activation involves dynamic observabil-control of event 

ity the according to current state and allowing for cost. The lat-

ter might degrada-be measured sensorin battery charge usage, or

tion securitywith use, theor risk if a sensor actually Afails. key

challenge is activation policy implementation, which entailmay an

NFA-to-DFA conversion, with the attendant exponential state-space

explosion. led researchersThis familiar issue has to explore when

special problems leadcases of partial observation do not, in fact, 

to an NFAexponential number (e.g., of states that satisfy ob-the

server property ( theWong & Wonham, 2004)) or to need for NFA-

to-DFA conversion (e.g., Sears & Rudie, 2013)—insights that could

be of interest to the theory communityautomata and languages in

theoretical computing.

5. Decentralized controland distributed with partial

observations

Language observability decentralized was first applied to con-

trol via the conceptextended of co-observability (Rudie & Won-

ham, 1992). envisaged The setup a with aglobal plant, together

team of several isolated ‘agents’ each an with assigned subset of

observable events (i.e. pro-channel with naturalcorresponding

jection) and an assigned subset controllableof events; an agent

may controllable withshare its observable and events other agents

(i.e. agents’ alphabets may common). apossess elements in For

given controllable thelanguage meeting (global) control specifica-

tion, each agent whether is assumed independently to decide or

not each ‘next’ controllable event should be enabled or disabled;

it itsthen communicates decision controllingto a central author-

ity. several rules Employing one of possible for ‘decision fusion’

( ) the latter the con-Yoo & Lafortune, 2002 implements collective

trol decision. The given language is defined to be co-observable if

this decision one agent, is inalways correct; the case of just co-

observability observability.reduces to With several a con-agents,

trollable thelanguage can then be synthesized in described decen-

tralized architecture; for this the co-observability property is both

sufficient necessary.and

Unfortunately, just co-as whilewith the monolithic setup,

observability is in ineffectively decidable time polynomial the size

of the (target language Rudie & Willems, 1995) it is not preserved

by language supremal union and in general a (unique maximally

permissive) decentralized SCOP norsolution to the fails to exist; 

is it obvious solution how any acceptable might be found, grant-

ing that all.one existed at Even when an acceptable co-observable

sublanguage can decentralized super-be found, the construction of

visors that synthesize that language cannot be achieved in polyno-

mial astime. In mitigation before, beco-observability may relaxed

to its counterpart co-normality (Dai & Lin, 2014), or more subtly

to relative co-observability (Cai, Wonham,Zhang, & 2015a) provided

the fusion ruledecision is (severely) ensurerestricted to the prop-

erty of closure under union.

If the system fails to be co-observable, it is tempting ad-to

join that allowed the stronger feature agents be to exchange in-

formation in accordance with an appropriate ‘topology’ of com-

munication. design Unfortunately again, of the relevant protocols

has turned out to be extremely thedifficult, owing to interac-

tion dueof agents’ decisions to the intertwining of communi-

cation control.and A thefallback led to simpler state disam-

biguation problem ), bring-(Rudie, Lafortune, & Lin, 2003 though

ing itwith the technical obstruction of non-monotonicity, namely

that enhanced observation need not imply improved disambigua-

tion ( the Wang, Lafortune, & Lin, 2008a). Here too, as in setting

of monolithic observation,supervisors with partial state-dependent

(i.e., eitherdynamic) observation with or both observation and

communication costs led to sensor activation problems and min-

imal where relevantcommunication problems the tradeoffs—with

additional band-communication-specific concerns such as network

width and network security—were surveyoptimized the(cf. (Sears

& Rudie, 2016)).

A successful blend of architectural observability and concepts

has been brought to bear in ‘heterarchical’ supervision, which ex-

ploits both decentralized and hierarchical control on based suit-

able (large) splitsystem abstractions. the givenFirst system is into

smaller-scale decentralizedsubsystems, for which supervisors and

coordinators (which enforce nonblocking) can syn-be efficiently 

thesized. models resultingAbstracted of the controlled subsystems

are then computed by natural projections. These must be chosen

to have beingthe technical properties of natural observers (Wong &

Wonham, 2004; 1996a) (and in some sense control consistent Feng

& &Wonham, 2008; Schmidt Breindl, 2011). The result is a hier-

archical array of decentralized supervisors coordinators and that

achieves global optimality with nonblocking. This approach has

been demonstrated with the benchmark Production of Cell, state

size 108 (Feng, Cai, Wonham, 2009& ).

Another distributedeffective approach to control has in-been

troduced called supervisor localization (Cai & Wonham, 2010a).

The latter a composed )envisages plant (using synchronous product

of ofseveral modular a composed components and specification 

several individual de-component specifications. By contrast with
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centralized control, which usually the allocation means of sepa-

rate specialized controls to separate component specifications, dis-

tributed control allocates separate controls com-to distinct plant 

ponents. This allocation )(or localization is achieved by decompo-

sition a given supervisorof monolithic (or more generally each

member decentralizedof ofa given family supervisors) by means

of constructing ( )suitable control congruences Su Wonham,& 2004

(equivalence thatrelations respect dynamics ac-both and control

tions) the on relevant supervisor con-state sets. The result is to 

vert each plant component agent’. into a ‘smart In general each

agent ancommunicates with optimistically small number (log-of

ical) ‘neighbors’ for exchange of on information event occurrence

that is essential for control. This agent pattern of intercommuni-

cation is not assigned emerges problema priori but as part of the

solution. theIt is proved that resulting distributed control behavior

is identical with the monolithic or decentralized behavior adopted

at the so the latter optimal so thestart, if is then is localized result.

There is no in itsthus question of orthe latter’s existence principle

feasible computation. In case the controllermonolithic is too large

to compute, localization may with thepossibly be combined heter-

archical approach abovedescribed (Cai & Wonham, 2010b). Further,

in case asome events are unobservable, localization of partial-

observation supervisor method) may(synthesized by any effective

be carried out while requirementrespecting the of controlfeasible

actions under partial observation (Zhang, Cai, Wonham,& 2017).

Finally, as anywith distributed architecture,control it has been

deemed important to investigate its ‘robustness’ when inter-agent

communication subjectis to channel delay. problemThe general of

SCOP architecturalwith several agents, no a priori restrictions, and

bounded unboundedor communication delay, beenhas proved to

be undecidable (Tripakis, 2004). Nevertheless, more narrowly de-

fined haveproblems thisof type yielded useful insights (Lin, 2014;

Zhang, Cai, Gan, Wonham,Wang, & 2016).

6. Extensions to SCDES with broader functionality

Several extensions of SCDES have been proposed broaderfor

functionality specifications.and richer One of the earliest was 

based on temporal logic (Ramadge, 1989), (amongallowing other

things) the the expression of ‘eventuality’, namely occurrence or

otherwise of some event ‘in longthe run’ without regard to an a

priori bound time.in This infinite behavior is infound useful mod-

eling reactive and concurrent systems (Manna 1992& Pnueli, ): for

example, each will in concurrent programs program have access

(upon request) resource to a computation eventually (fairness), or

in multi-robot systems criticalsome robots will visit a area in-

finitely Similarly,often (liveness). specifications imposedmay be on

such infinite behavior beto require that certain conditions satisfied

eventually, or mustsome properties hold infinitely often.

For supervisory withcontrol of DES infinite behavior, the more

technical neededsetting is of ω- (languages Thistle & Wonham,

1994a; 1994b), strings distinctwhich infiniteinclude (as from the

regular whoselanguages of SCDES, strings are always albeitfinite

possibly thisof unbounded length). In setting the mod-plant is 

eled FSM infinite-lengthagain anby but on strings. Such FSM are

called ω-automata (Thomas, 1990), for instance Büchi automata,

Rabin automata, or Streett automata (which indiffer acceptance

conditions). In an ω-automaton, a subset of states is designated to 

be bethe , aaccepting criterion and string is said to accepted theby

ω-automaton if it visits this state subset infinitely often.

In synthesizing imposed livenessa supervisor to enforce an

specification, language two properties – -controllability -ω and ω

closedness – are identified as central (Ramadge, 1989; Thistle

& Wonham, 1994b). Like controllability -of regular languages, ω

controllability enjoys that the algebraic property it is closed un-

der arbitrary unions. -closednessset Unfortunately, ω turns out not

to be closed under union closedness regular languages).(unlike of

Consequently the -controllable -closedsupremal ω and ω sublan-

guage of a given thelanguage need not exist in general, and supre-

mal ω-controllable asublanguage can be synthesized by supervi-

sor difficulty,only also if it happens to be ω-closed. the Despite 

a procedure (is available Thistle & Wonham, 1994b) to construct

a supervisor (whenever it exists) that enforces liveness specifica-

tions decisions onlyon controlinfinite-behavior makingDES while

over finite-length strings. obser-More ofrecently, the issue partial

vation has inalso addressedbeen this framework (Thistle Lam-&

ouchi, 2009).

In a direction (different and stimulated by earlier work Ostroff

& Wonham, 1985) on temporal logic, a timed version of DES, or

TDES, was introduced ( theBrandin Wonham,& 1994), allowing in-

corporation of event delays deadlinesand as measured aby global

digital clock, and including a thoughtnotion of forcible event of

as preempting the tick. clock’s Specifically, in an FSM each event

is haveconsidered to a lower uppertime bound and an time

bound (possibly infinite). cannotAn event occur before its timer

has its andpassed lower (i.e. delaybound of occurrence), must oc-

cur no its hardlater than the time of upper (i.e.bound deadline).

To explicitly model the thetemporal relations of events, timed

transition graph (TTG) is introduced, awherein distinguished event

‘tick’ clock.is employed representto the tick theof global

For a mayTDES, both logical and temporal specifications be im-

posed. Logical samespecifications dealtmay be with thein fash-

ion as disablingin the untimed SCDES, namely by suitable con-

trollable events. Temporal specifications, however, generally require

preempting is in-the a subset‘tick’ event; for this of forcible events

troduced used,which can be whenever available as lastand a re-

sort, to preempt al-occurrence of ‘tick’. Thus a supervisorTDES is

lowed disablenot only to controllable butevents, also to preempt

‘tick’ if there happen to be designated forcible events available.

According to this new isfeature, timed controllability introduced

which, like its counterpart, isuntimed closed under unions.set 

Hence supremal the (timed) sublanguagecontrollable of a given

language exists, and can synthesizedbe with a supervisorTDES 

which is andmaximally permissive nonblocking.

The TDES framework the case has been extended to of partial

observation, observabilitywhere timed is introduced (Lin & Won-

ham, 1995). Like its counterpart, isuntimed timed observability

algebraically ill-behaved; consequently the same issues of partial-

observation supervisory the timed Acontrol are inherited by case.

stronger property, timed relative observability, has been proposed

(Cai, Wonham, 2016Zhang, & ) setand shown to be closed under 

unions, and therefore to provide a relatively optimal solution to

the timed SCOP. also decentralized super-TDES were extended to

visory includes multiple decentralized control, which supervisors

dedicated logical specifications.to enforcing imposed and temporal

The decentralized supervisors subject con-are to possible global 

flict (as in the untimed case); moreover, unique and to TDES, a

decentralized supervisor a controllablemight need to disable and

forcible event (to enforce a logical specification), while another su-

pervisor must use this event to preempt ‘tick’ (to enforce a tempo-

ral specification). The calledsupervisors are ‘jointly coercive’ if this

problem does not which is arise, necessary for success of decen-

tralized supervisory control of TDES.

An interesting hierar-generalization was to consider TDES in

chical control architecture, ‘temporal frequencies’where the of dif-

ferent layers are different higher whenand become descending

down the hierarchy (Wong & 1996bWonham, ). thisTo model fea-

ture consider a two-layer hierarchy, where each equippedlayer is

with a distinct ‘tick’ event: ticklo and tickhi, and these two ‘tick’

events are related specifying thatby one occurrence of tickhi cor-

responds to k occurrences of ticklo. Incorporating this hierarchi-

cal modeling, timed control structures are introduced timedand 
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hierarchical Finally consistency is established. distributed control

of ofTDES was synthesized by the method supervisor localization

(Zhang, Cai, Gan, Wonham, 2013Wang, & ). Here eachfor compo-

nent agent, there is not only a local controller con-that disables 

trollable but aevents belonging to this agent, also local preemptor

that preempts the ‘tick’ event using forcible events of this agent.

The collective behavior of these local localcontrollers and preemp-

tors tois identical that of the supervisor.global TDES

An alternative notionapproach via the of timed automaton

(properly a but with ageneric term, here specific definition) was 

proposed (Alur & 1990Dill, ); this admitsmore technical setting

multiple local analogous the ‘timers’ butclocks, to event of TDES,

possibly physics.measuring ‘real time’the of

Timed versions representationsof ofsome the other DES noted

above are an active ofarea current research.

7. Industrial applications

To conclude this historical overview we report that realistic in-

dustrial number. situa-applications of SCDES are as yet few in This

tion dueis in part to a lack of experience among control engineers

with the frameworkmodeling and specification in of automata,

but (more theseriously) to lack of software of industrial strength

adapted engineering Whileto design. numerous applications have

been proposed in the literature, relatively few have been demon-

strated on actual hardware in a commercial environment. In any

case, industrialthe widespread technologies of programmable logic

controllers (PLCs) and sequential function charts (SFCs) were uti-

lized in experimental at an earlySCDES controllers stage (Hellgren,

Fabian, 2001; & Lennartson, Leduc & Wonham, 1995); and there

is now convincing evidence that bridgesuch a between theory

and ispractice feasible. One first applicationsof the such was the

testbed assembly process of the Atelier Interétablissement Produc-

tique Grenoble, ((AIP) in France Brandin Charbonnier,& 1994).

Another commercialapplication with implications beenhas the

design assistance callof a telephone directory center ).(Seidl, 2006

The synthesis opposedpower of SCDES controlin the (as to cut-

and-try a complex with 6design) of DES over billion states, namely

the apatient support system for magnetic resonance image (MRI)

scanner, beenhas impressively demonstrated in Theunissen, Pe-

treczky, Schiffelers, Beek, and Rooda (2013)van . A recent appli-

cation of similar impressive realism is the acontrol of water-

way (canal) lock the system in Tilburg, Netherlands (Reijnen, Go-

orden, de Mortel-Fronczak, 2017van & Rooda, ).

Finally, interest in SCDES from computer commu-the science 

nity demonstrating tried-and-has led researchersto DES that the

true techniques that characterize supervisory control—namely, the

separation synthesis of plant and from specifications the of con-

trollers that are correct-by-construction—can be applied to prob-

lems within the software engineering asdomain such concurrency

control (Auer, Dingel, 2014;& Rudie, Dingel,Dragert, & Rudie,

2008), deadlock avoidance in multi-threaded software (Liao et al.,

2013; Wang, Kelly, Mahlke, 2008bKudlur, Lafortune, & ) (modeled

in the framework of Petri nets instead of finite automata) and au-

tomated service composition (Atampore, Dingel, 2016& Rudie, ).
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