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Abstract

A learning algorithm for feedforward neural networks is presented that is based on a parameter estimation approach. The algorithm is particularly well-suited for batch learning and allows one to deal with large data sets in a computationally efficient way. An analysis of its convergence and robustness properties is made. Simulation results confirm the effectiveness of the algorithm and its advantages over learning based on backpropagation and extended Kalman filter.
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I. Introduction

After the development of backpropagation (BP, for short) [1], plenty of algorithms have been proposed to train feedforward neural networks. Although BP has been successfully applied in a variety of areas (see, e.g., [2]-[10]), its convergence is slow, thus making high-dimensional problems intractable. Its slowness is to be ascribed to the use of the steepest–descent method, which performs poorly in terms of convergence in high-dimensional settings [11], and to the fixed, arbitrarily chosen step length. For these reasons, algorithms using also the second derivatives have been developed (see, e.g., [12]) and modifications to BP have been proposed (see, e.g., the acceleration technique presented in [13] and the approach described in [14], which is aimed at restoring the dependence of the learning rate on time). The determination of the search direction and of the step length by using methods of nonlinear optimization has been considered, for example, in [15]. The effects of adding noise to inputs, outputs, weights connections and weights changes during backpropagation training have also been studied (see, e.g., [16]).

Further insights can be gained by regarding the learning of feedforward neural networks as a parameter estimation problem. Following this approach, training algorithms based on the extended Kalman filter (EKF, for short) have been proposed (see, e.g., [17]-[19]) that show faster convergence than BP and do not need the tuning of parameters. However, the advantages of EKF-based trainings are obtained at the expense of a notable computational burden (as matrix inversions are required) and a large amount of memory.

In this paper, the learning of feedforward neural networks is regarded as a parameter estimation problem. Some recent results concerning nonlinear estimation [10] are exploited to develop a novel learning algorithm. Its convergence and robustness properties are investigated. Unlike EKF–based training, the proposed algorithm does not require matrix inversions. It is based on the minimization of a cost function composed of two contributions: a fitting penalty term and a term related to changes in the parameters. Bounds on the rate of convergence of the algorithm are provided and its robustness against errors in the minimization of the cost function is investigated. Simulation results show that the optimization of the proposed cost function outperforms backpropagation-based algorithms. The learning based on the extended Kalman filter yields comparable results but involves a much higher computational load. Moreover, as the proposed algorithm works according to a sliding–window scheme, only a portion of the data is processed at each time (the past is summarized in one prediction), thus making the method computationally tractable.

The paper is organized as follows. Section II defines neural-network learning as a parameter estimation problem and describes the basic algorithm. Its convergence and robustness properties are investigated in Sections III and IV, respectively. A formulation of the algorithm tailored to batch learning is illustrated in Section V. Section VI reports simulation results comparing the proposed approach with BP-based and EKF-based learnings.
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II. Algorithm description

We consider feedforward neural networks (in the following, for the sake of brevity, often called “neural networks” or simply “networks,”) composed of \( L \) layers, with \( \nu_s \) computational units in the layer \( s \) (\( s = 1, \ldots, L \)). The input–output mapping of the \( q \)-th unit of the \( s \)-th layer is given by

\[
y_q(s) = g \left[ \sum_{p=1}^{\nu_{s-1}} w_{pq}(s) y_p(s-1) + w_{0q}(s) \right],
\]

where \( g : \mathbb{R} \to \mathbb{R} \) is called activation function. The coefficients \( w_{pq}(s) \) and the so-called biases \( w_{0q}(s) \) are lumped together into the weights vectors \( \vec{w}^s \). We let

\[
\vec{w} = \text{col} \left( w^1, w^2, \ldots, w^L \right) \in W \subset \mathbb{R}^n
\]

where

\[
n \triangleq \sum_{s=0}^{\nu_s+1} (\nu_s + 1)
\]

is the total number of weights. The function implemented by a feedforward neural network with weights vector \( \vec{w} \) is denoted by \( \vec{\gamma}(\vec{w}, \vec{u}) \), \( \vec{\gamma} : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^p \), where \( \vec{u} \in U \subset \mathbb{R}^m \) is the network input vector.

The data set consists of input/output pairs \((u_t, y_t)\), \( t = 0, 1, \ldots, P - 1 \), where \( u_t \in U \subset \mathbb{R}^m \) and \( y_t \in Y \subset \mathbb{R}^P \) represent the input and the desired output of the neural network at the time \( t \), respectively (hence, \( \nu_0 = m \) and \( \nu_L = p \)). If one assumes the data to be generated by a sufficiently smooth function \( f : \mathbb{R}^m \to \mathbb{R}^p \), i.e., \( y_t = f(u_t) \) (suitable smoothness hypotheses on \( f \) can be assumed according to the process generating the data), then the approximation properties of feedforward neural networks guarantee the existence of a weights vector \( \vec{w}^* \in W \subset \mathbb{R}^n \) such that

\[
f(u) = \vec{\gamma}(\vec{w}^*, \vec{u}) + \vec{\eta}, \quad \forall \vec{u} \in U
\]

where \( \vec{\eta} \) is the network approximation error and \( U \subset \mathbb{R}^m \) (see, e.g., [20]-[23]). Now, let \( \vec{\eta}_t \) be the error made in approximating \( f \) by the neural network implementing the mapping \( \vec{\gamma} \), for the input \( u_t \). Such a network can be represented, for \( t = 0, 1, \ldots, P - 1 \) as

\[
\begin{cases}
\vec{w}_{t+1} = \vec{w}_t \\
\vec{y}_t = \vec{\gamma} (\vec{w}_t, \vec{u}_t) + \vec{\eta}_t
\end{cases}
\]

where the network weights play the role of a constant state equal to the “ideal” network weights vector \( \vec{w}^* \), i.e., \( \vec{w}_0 = \vec{w}_1 = \ldots = \vec{w}_P \triangleq \vec{w}^* \), and \( \vec{\eta}_t \in K \subset \mathbb{R}^p \) is a noise. Equations (3) allows one to regard the supervised learning of feedforward neural networks according to a set of data as the problem of estimating the state of a nonlinear system. The measurement equation defines the nonlinear relationship among inputs, outputs, and weights according to the function \( \vec{\gamma} \) implemented by the network.

The representation (3) will be used in the following as the departure point to derive a training algorithm as a recursive state estimator for the system representing the network. More precisely, the algorithm will be obtained as a sliding-window state estimator for system (3), with an estimation cost defined as

\[
J_t \triangleq \mu \| \vec{\eta}_t - \vec{\bar{\eta}}_t \|^2 + \sum_{i=t-N}^{t} \| \vec{y}_i - \vec{\gamma} (\vec{\bar{\eta}}_i, \vec{u}_i) \|^2,
\]

where \( \| \| \) denotes the Euclidean norm, \( \mu > 0 \) is a scalar whose choice will be discussed later on, \( \vec{\bar{\eta}}_t \) is the estimate of the “ideal” weights vector \( \vec{w}^* \) at the time \( t \), and \( \vec{\bar{\eta}}_{t-1} = \vec{\bar{\eta}}_{t-1} \) is called prediction. The estimator has a finite memory, i.e., the estimation of the network weights relies on the last \( N \) input/output patterns. The minimization of \( J_t \) at each temporal stage is based on the information vector, expressed as

\[
\vec{I}_t \triangleq \text{col} \left( \vec{w}^N_0, \vec{y}^N_0, \ldots, \vec{y}_{t-N}, \ldots, \vec{u}_t \right) \\
\in \mathbb{R}^{n+(N+1)(p+m)} , \quad t = N, N + 1, \ldots, P - 1
\]

where \( \vec{w}^N_0 \triangleq \vec{w}^0_{t-1} \) denotes the prediction (see the formulation of the learning algorithm below); \( \vec{w}^N_0 \) represents the “a priori” prediction, i.e., the weights values before training. The learning algorithm is obtained as a sequential state estimator for system (3) on the basis of the minimization of cost (4).
Algorithm OL (Optimized Learning). *Given the information vector \( \mathbf{L} \), determine for each \( t = N, N + 1, \ldots \), the estimate \( \mathbf{w}_t^{\circ} \) of the network weights by minimizing cost (4).*

When a new input/output pattern \( (\mathbf{u}_t, \mathbf{y}_t) \) becomes available, the information vector

\[
\mathbf{L}_{t+1} \triangleq \text{col} (\mathbf{w}_t^{\circ}, \mathbf{u}_{t-N+1}, \ldots, \mathbf{u}_{t+1}, \mathbf{u}_{t-N+1}, \ldots, \mathbf{u}_{t+1})
\]

is used to generate the new estimate \( \mathbf{w}_t^{\circ+1} \) of the “ideal” weights vector \( \mathbf{w}^* \).

As regards the choice of the positive scalar \( \mu \), it should be noted that it expresses the relative importance of the prediction with respect to the last \( N + 1 \) patterns. Therefore, if \( \mu \) is increased, the first term of \( J_t \) attaches an increasing importance to the prediction \( \mathbf{w}_t \). This turns out to be useful in the case of large noises and accurate initial prediction.

The minimization of a cost function with the structure of (4) has been first proposed in [10] to derive a sliding-window estimator for a class of nonlinear dynamic systems.

Note that the mapping \( \mathcal{I} \) is invariant to certain permutations of the weights [26]. Nevertheless, we only require the estimator to find one of the weights vectors that minimize cost (4): all the weights vectors obtained through permutations of a given vector can be regarded as being equivalent.

In Section III, we shall investigate the convergence of algorithm OL, supposing that the minimization of cost (4) is performed exactly. In Section IV, we shall show that the algorithm is robust to errors on the minimization of cost (4). The formulation of the algorithm within a batch–learning context will be considered in Section V.

### III. Convergence analysis

Let

\[
\mathcal{H}(\mathbf{w}, \mathbf{u}_t^1) \triangleq \begin{bmatrix}
\mathcal{I}(\mathbf{w}, \mathbf{u}_{t-N}) \\
\mathcal{I}(\mathbf{w}, \mathbf{u}_{t-N+1}) \\
\vdots \\
\mathcal{I}(\mathbf{w}, \mathbf{u}_t)
\end{bmatrix} \in \mathbb{R}^{p(N+1)}
\]

where \( \mathbf{w}_{t-N} \triangleq \text{col} (\mathbf{u}_{t-N}, \mathbf{u}_{t-N+1}, \ldots, \mathbf{u}_t) \in \mathbb{R}^{N+1} \) (recall that \( \mathbf{u}_t \in \mathbb{R}^m \)). Similarly, let \( \mathbf{w}_{t-N}^f \triangleq \text{col} (\mathbf{u}_{t-N}, \mathbf{u}_{t-N+1}, \ldots, \mathbf{u}_t) \).

Given a square matrix \( A \), \( \lambda_{\text{min}}(A) \) and \( \lambda_{\text{max}}(A) \) denote its minimum and maximum eigenvalues, respectively. For a generic matrix \( B \), let \( \|B\| \triangleq \sqrt{\lambda_{\text{max}}(B^T B)} \) and \( \|B\|_{\text{min}} \triangleq \sqrt{\lambda_{\text{min}}(B B^T)} \).

From now on we suppose that the network activation function in (1) belongs to class \( C^1(\mathbb{R}) \) and, using the notation of [10], we define the matrix

\[
D(\mathbf{w}, \mathbf{u}_t^1) \triangleq \frac{\partial \mathcal{H}}{\partial \mathbf{w}} \in \mathbb{R}^{p(N+1) \times n}
\]

and the scalars

\[
\delta \triangleq \min_{\mathbf{w} \in \mathcal{W}, \mathbf{w}_{t-N} \in \mathbb{R}^{N+1}} \|D(\mathbf{w}, \mathbf{u}_t^1)\|_{\text{min}},
\]

\[
\Delta \triangleq \max_{\mathbf{w} \in \mathcal{W}, \mathbf{w}_{t-N} \in \mathbb{R}^{N+1}} \|D(\mathbf{w}, \mathbf{u}_t^1)\|.
\]

Moreover, we let

\[
r_\eta \triangleq \max_{\mathbf{u}_{t-N}, \ldots, \mathbf{u}_t} \|\text{col}(\mathbf{u}_{t-N}, \ldots, \mathbf{u}_t)\|
\]

and

\[
\bar{k} \triangleq k\sqrt{N+1}
\]

where \( k > 0 \) is a scalar such that

\[
\| \frac{\partial \mathcal{I}(\mathbf{w}, \mathbf{u})}{\partial \mathbf{w}}(\mathbf{w}', \mathbf{u}) - \frac{\partial \mathcal{I}(\mathbf{w}, \mathbf{u})}{\partial \mathbf{w}}(\mathbf{w}'', \mathbf{u}) \| \leq \bar{k} \| \mathbf{w}' - \mathbf{w}'' \|
\]

\[\forall \mathbf{w}', \mathbf{w}'' \in \mathcal{W}, \forall \mathbf{u} \in \mathcal{U}.
\]

Finally, for \( \xi \in \mathbb{R} \), let us consider the inequalities:

\[
(\delta^4 - 8\bar{k}\Delta^2 r_\eta)\mu + \delta^6 > 0
\]

\[
\mu^2 + 2(\delta^2 - \bar{k}\Delta\xi)\mu + \delta^4 - 2\bar{k}\Delta^2 r_\eta > 0
\]

\[
2\mu^2 + (4\delta^2 - 3\bar{k}\Delta\xi)\mu + 2\delta^4 - 2\bar{k}\Delta^2 r_\eta - \delta^2\bar{k}\Delta\xi > 0
\]
and the second-order equation in $\xi$

\[
2\Delta k \mu^2 \xi^2 + \left[4k \Delta^2 \mu r_\eta - \delta^2 (\mu + \delta^2)^2\right] \xi
+ 2k \Delta^3 r_\eta + \Delta (\mu + \delta^2)^3 r_\eta = 0.
\]

The parameters $\delta$ and $\Delta$ can be estimated on the basis of the sets $W$ (representing a constraint on the size of the weights) and $U$ (representing a constraint on the size of the inputs). The parameter $k$ can be estimated in terms of the set $W$, the set $U$, and the number of computational units in the network.

$r_\eta$ represents the maximum approximation error incurred by the network $\gamma(w^*, u)$ in approximating the mapping $f$ that generates the data (suitable hypotheses about the smoothness of such a mapping can be made on the basis of the process generating the data). As regards the possibility of estimating the value of $r_\eta$, there exist many results expressing the approximation error as a function of the number of computational units in the network. For the sake of simplicity and without loss of generality, let us consider the case of a one-hidden layer network with $\nu$ computational units in the hidden layer and a data set of input/output pairs $(u, \eta)$ generated by a mapping $f : \mathbb{R}^m \rightarrow \mathbb{R}$. For a large variety of smoothness properties of the mapping $f$ generating the data, the existence of an upper bound of the order of $O\left(\frac{1}{\sqrt{\nu}}\right)$ on the approximation error has been proved (see, e.g., [32], [27], [28], [29], and [30]). Exploiting such results, once the number $\nu$ of computational units in the network has been fixed, one can obtain an estimate from above of the approximation error, hence of $r_\eta$.

The following proposition is obtained by applying [10, Theorem 1] to system (3).

**Proposition 1 (Bounds on the weights estimation error by algorithm OL).** Suppose that there exists an integer $N$ such that, for any $\hat{w}_{t-N}^t \in U^{N+1}$, rank $D(\hat{w}, \hat{u}_{t-N}) = n$. Let $\hat{w}^t_r$ be the estimate of the weights vector $w^*$ at stage $t$ obtained by applying algorithm OL, and let $\hat{e}_t = \hat{w}^t_r - \hat{w}^t_r$ be the weights estimation error at stage $t$. Consider the largest closed ball $N(\hat{r}_e)$ of radius $\hat{r}_e$ and centered in the origin, such that $\hat{e}_N \in N(\hat{r}_e)$.

If there exists a choice of $\mu$ satisfying (7), then the second-order equation (10) has two real positive roots, $\xi^- < \xi^+$. If $\mu$ satisfies also (8) and (9) with $\xi \in (\xi^-, \xi^+)$, then the following holds for the network’s learning by algorithm OL:

- (i) $\hat{r}_e \leq \xi^- \implies \|\hat{e}_t\| \leq \xi_t$, $t = N, N + 1, \ldots, P - 1$

  (boundedness of the estimation error)

- (ii) $\hat{r}_e \leq \xi^- \implies \lim_{t \to +\infty} \|\hat{e}_t\| \leq \xi^-$

  (asymptotic bound on the estimation error for $P \to \infty$)

where $\xi_N \triangleq \hat{r}_e$ and $\xi_t$, $t = N, N + 1, \ldots$, is a monotonically decreasing sequence given by

\[
\xi_t = \frac{2 \Delta k \mu^2 \xi^2}{(\mu + \delta^2)^3} \xi_{t-1} + \mu \left[\frac{(\mu + \delta^2)^2 + 4 k \Delta^2 r_\eta}{(\mu + \delta^2)^3}\right] \xi_{t-1}
+ \frac{2k \Delta^3 r_\eta + \Delta (\mu + \delta^2)^3 r_\eta}{(\mu + \delta^2)^3}.
\]

Some remarks can be made about the way how the various quantities contained in equations (7) to (10) influence the bounds on the weights estimation error associated with algorithm OL. Towards this end, let $k$ and $\Delta$ take on some fixed values, and let us study the influence of $\delta$ and $r_\eta$. If $\delta^4/r_\eta \geq 8k \Delta^2$, then (7) is satisfied for any $\mu \geq 0$; if $\delta^4/r_\eta < 8k \Delta^2$, then (7) is fulfilled for $\mu \in (\mu^+, +\infty)$, where $\mu^+ = \delta^4/(8k \Delta^2 r_\eta - \delta^4)$. The analyses of (8) and (9) are less easy, for they depend on the roots of (10), i.e., $\xi^-$ and $\xi^+$, which, in turn, depend on $\mu$. However, in general, a higher value of the ratio $\delta^4/r_\eta$ determines a wider range for $\mu$, in which (8) and (9) are satisfied. The situation can be summarized as follows. Larger values of $r_\eta$ are allowed by larger values of $\delta$, such that inequalities (7), (8), and (9) are satisfied for some range of values of $\mu$. As $\xi^-$ and $\xi^+$ depend on $\mu$, this parameter has to be chosen such as to obtain the largest possible value of $\xi^+$ (recall that $\hat{r}_e \leq \xi^- < \xi^+$) and the smallest possible value of $\xi^-$ (recall that $\xi^-$ is an asymptotic upper bound on the weights estimation error). In other words, the choice of $\mu$ should allow the smallest possible upper bound $\xi^-$ on the asymptotic weights estimation error and the largest possible upper bound $\xi^+$ on the initial weights estimation error.

Let us discuss the requirement that, for any $\hat{w}_{t-N}^t \in U^{N+1}$, the matrix $D(\hat{w}, \hat{u}_{t-N})$ be of rank $n$. As, by definition,
the bigger \( p(N + 1) \), the “easier” for the above matrix to be of rank \( n \). In this context, the condition \( p(N + 1) \gg n \) (i.e., choosing a large window size in algorithm OL, as compared with the size of the weights vector), used in the field of parameter estimation, can be related to the behavior of the error of a network with \( n \) parameters (the weights), trained to learn an unknown mapping on the basis of \( P \) input/output pairs. Recall that the overall error between the network and the target function, called generalization error, consists of two contributions (see, e.g., [24], [25]). The first one is the approximation error, which refers to the distance between the target function and the closest neural–network function of a given architecture. The second contribution is the estimation error, which measures the distance between the best network function (obtained by an ideally infinite data set) and the function estimated on the basis of the \( P \) training data (recall the \( P \geq N + 1 \)). In practice, the generalization error, i.e., the ability of the network to “generalize” to new data (not observed as not belonging to the training set), stems from a tradeoff between the accuracy of the approximation and the accuracy of the empirical fit to the theoretical approximation (see, e.g., [24], [25]).

Note that also the choice of \( N \) is important for the fulfillment of the condition on rank \( D \).

Finally, we remark that the choice of \( \mu \) is crucial for the behavior of the estimate. In particular, small values of \( \mu \) imply a low dependence of the estimate on the prediction, whereas larger values of \( \mu \) result in a higher dependence and in a smaller influence of new input/output patterns on the estimate. The problem of a suitable choice of \( \mu \) for different noise levels will be addressed in detail in Section VI by means of extensive simulations.

IV. Robustness analysis

The minimization of cost (4) can be performed by using a nonlinear programming iterative algorithm. We are interested in evaluating the robustness of algorithm OL when such a minimization is not performed exactly. Let \( \hat{w}^0 \) be the estimate of the “ideal” network weights vector \( w^* \) (see (2)) obtained by algorithm OL when the minimization of cost (4) is not exactly accomplished. Setting

\[
\xi \triangleq \hat{w}^0 - \hat{w}^0,
\]

the learning process can be considered to be perturbed by \( \xi \), which causes a “perturbed estimation error” \( \tilde{e} \triangleq w^* - \hat{w}^0 = \hat{e} + \xi \). Thus, the estimate \( \hat{w}^0 \) of the network’s “ideal” weights \( w^* \) is obtained, rather than by using \( I_t^N \) (see (5)), by relying on the “modified information vector”

\[
\tilde{I}_t \triangleq \text{col}(\tilde{w}^0, \tilde{w}_{-N}, \ldots, \tilde{w}_r, \tilde{w}_{-N}, \ldots, \tilde{w}_r) \in \mathbb{R}^{n+(N+1)(p+m)} \quad t = N, N + 1, \ldots, P - 1
\]

where \( \tilde{w}^0 \triangleq \tilde{w}^0_{-1} \) denotes the prediction.

Let us consider the inequalities:

\[
\begin{align*}
\mu + \delta^2 - k \Delta \tilde{e} & > 0 \\
-8k \Delta \tilde{e} \mu^2 + (\delta^4 - 8k \Delta^2 r_\eta - 16k \Delta \delta^2 \tilde{e}) \mu + \delta^6 & > 0 \\
\mu^2 + (2 \delta^2 - 2k \Delta \tilde{e} - 4k \Delta \tilde{e}) \mu + \delta^4 - 2k \Delta^2 r_\eta & > 0 \\
-4k \Delta \delta^2 \tilde{e} & > 0 \\
2 \mu^2 + (4 \delta^2 - 3k \Delta \tilde{e} - 5k \Delta \tilde{e}) \mu + 2 \delta^4 - 2k \Delta^2 r_\eta & > 0 \\
-5k \Delta^2 \tilde{e} - \delta^2 k \Delta \tilde{e} & > 0
\end{align*}
\]

where \( \tilde{e} \triangleq \max_{t \in \{N,N+1,\ldots,P-1\}} \| \xi_t \| \) and \( \xi \in \mathbb{R} \), and the second-order equation

\[
(2k \Delta \mu^2) \tilde{e}^2 + [4k \Delta^2 \mu r_\eta + 8 \mu k \Delta (\mu + \delta^2) \tilde{e}]
- \delta (\mu + \delta^2)^2 \tilde{e} + 2k \Delta^3 r_\eta + \Delta (\mu + \delta^2)^2 r_\eta
+ 8k \Delta (\mu + \delta^2)^3 \tilde{e}^2 + (\mu + \delta^2)^3 \tilde{e}
+ 8k \Delta^2 (3 \mu + 2 \delta^2) r_\eta \tilde{e} = 0
\]

(15).

Applying [10, Theorem 2] to system (3), the following proposition is obtained.

Proposition 2 (Robustness of the weights estimate by algorithm OL). Suppose that there exists an integer \( N \) such that, for any \( \tilde{w}_{-N} \in \mathbb{U}^{N+1} \), \( \text{rank}(D(\tilde{w}, \tilde{w}_{-N})) = n \). Let \( \hat{w}^0 \) be the estimate of the weights vector \( w^* \) at stage \( t \) obtained by applying algorithm OL with an approximate minimization of cost (4), and let \( \tilde{e} \triangleq w^* - \hat{w}^0 \) be the weights estimation error at stage \( t \). Consider the largest closed ball \( N(\tilde{\tau}) \) of radius \( \tilde{\tau} \) and centered in the origin, such that
given by (6)). If there exists a choice of \( \mu \) satisfying (11) and (12), then the second-order equation (15) has two real positive roots, \( \xi^- < \xi^+ \). If the choice of \( \mu \) satisfies also (13) and (14) with \( \zeta \in (\xi^-, \xi^+) \), then the following holds for the network’s learning by Algorithm OBL:

(i) \( \tilde{r}_c \leq \tilde{\xi} \implies \| \tilde{e}_t \| \leq \tilde{\xi}_t \), \( t = N, N+1, \ldots \)

(boundedness of the perturbed estimation error)

(ii) \( \tilde{r}_e \leq \tilde{\xi} \implies \lim_{t \to +\infty} \| \tilde{e}_t \| \leq \tilde{\xi}^- \)

(asymptotic bound on the perturbed estimation error for \( P \to \infty \))

where \( \xi_N = \tilde{r}_c \) and \( \tilde{\xi}_t \), \( t = N, N+1, \ldots \), is a monotonically decreasing sequence given by

\[
\tilde{\xi}_t = \frac{2\mu^2 k \Delta}{(\mu + \delta)^3} \tilde{\xi}_{t-1} + \frac{1}{(\mu + \delta)^3} \left[ \mu(\mu + \delta)^2 + 4 \mu \kappa \Delta^2 r_\eta \right. \\
+ 8 \mu \kappa (\mu + \delta)^2 \tilde{\xi}_{t-1} + \left[ 2 \kappa \Delta^2 r_\eta + \Delta r_\eta (\mu + \delta)^2 \right. \\
+ 8 \kappa \Delta (\mu + \delta)^2 \tilde{\xi}^2 + (\mu + \delta)^3 \tilde{\xi}^2 \\
+ 8 \kappa \Delta^2 r_\eta (\mu + \delta)^2 \tilde{\xi}^2 \right] \\
\left. \times \frac{1}{(\mu + \delta)^3} \right].
\]

According to Proposition 2, when the minimization required by algorithm OL is not performed exactly, the boundedness of the estimation error during the network training is preserved.

As regards the influence of the various scalars on the bounds on the weights estimation error, considerations similar to those after Proposition 1 can be made. In particular, the presence of \( \tilde{\varepsilon} \) in inequalities (11) to (14) results in a narrower range of admissible values of \( \mu \). Further, \( \tilde{\varepsilon} > 0 \) in (15) determines values of the roots \( \xi^- \) and \( \xi^+ \) that are, respectively, larger and smaller than the values of \( \xi^- \) and \( \xi^+ \) in equation (10). This means that an approximate minimization of cost (4) results in a larger upper bound on the asymptotic weights estimation error and reduces the allowed initial weights estimation error.

V. Batch learning

So far, sufficient conditions guaranteeing the existence of an upper bound on the weights estimation error have been provided, assuming that the temporal window in cost (4) moves one stage at a time. Let us now consider a temporal window moving \( d \) stages at a time, where \( 1 \leq d \leq N \). The corresponding estimator is called \( d \)-step estimator. We consider the following estimation cost (recall the definition of \( \mathcal{H} \) given by (6))

\[
J_d(t-N)+N = \mu \left\| \hat{w}_{d(t-N)+N} - \tilde{w}_{d(t-N)+N} \right\|^2 + \left\| \tilde{H}_{d(t-N)+N} \right\|^2, \quad t = N, N+1, \ldots, \tilde{t}
\]

and the information vector

\[
\mathcal{L}^N_{d(t-N)+N} = \text{col} \left( \hat{w}_{d(t-N)+N}^\circ, \tilde{w}_{d(t-N)+N}^d \right), \quad t = N, N+1, \ldots, \tilde{t}
\]

where \( \tilde{t} \) is the largest integer such that \( \tilde{t} + N + 1 \leq P \), \( \hat{w}_{d(t-N)+N}^\circ \triangleq \hat{w}_{d(t-N)+N}^\circ(d(t-N)+N) \) is the optimal prediction (see the formulation of the batch training algorithm below) and \( \hat{w}_{d(t-N)+N}^\circ \) denotes the “a priori” prediction, i.e., the weights values before training.

Algorithm OBL (Optimized Batch Learning). Given the information vector \( \mathcal{L}^N_{d(t-N)+N} \), determine, for each \( t = N, N+1, \ldots \), the estimate \( \hat{w}_{d(t-N)+N}^\circ \left( \mathcal{L}^N_{d(t-N)+N} \right) \) of the network weights by minimizing cost (16).

The estimator makes use of an optimization window of size \( N+1 \), which slides \( d \) temporal stages at a time (see Fig. 1).

Since the definitions of the constants \( k, \delta, \Delta, \) and \( r_\eta \) are the same as for the one-step estimator, Propositions 1 and 2 hold true also for the \( d \)-step estimator. Nevertheless, the performance of algorithm OBL varies on the basis of the different choices of \( d \), as will be clarified by the numerical results reported in Section VI.

Given a fixed number of iterations, say \( \tilde{t} \), the one-step estimator explores \( N + t \) patterns of the data set, whereas the \( N \)-step estimator uses \( N \tilde{t} + 1 \) patterns (generally, the \( d \)-step estimator explores \( N + 1 + (t-1)d \) patterns), as depicted in Fig. 2.
Note that the $N$-step estimator maximizes the number of patterns explored with the same number of iterations. This turns out to be useful whenever the data set is very large and the application of gradient methods over an entire epoch becomes computationally unmanageable. Batch training overcomes the problem of a large data set by dividing the patterns into data batches of fixed length and by training the network with each data batch \[31\]. In this situation, the prediction term in cost (16) relates the current estimate of the weights vector to the last one and, consequently, the current batch to the previous one.

VI. Numerical results

In this section, the problem of identifying a nonlinear dynamic system on the basis of a set of input/output data is considered to evaluate the effectiveness of algorithm OBL in comparison with widely used training algorithms. Algorithm OBL is compared with classical backpropagation, with learning based on the extended Kalman filter, and with Levenberg-Marquardt training, all using data batches. More precisely, a sequence of input/output pairs is generated and all the above-mentioned algorithms are applied to fit the data according to a sliding-window strategy, for the same window size (i.e., the same batch length). In the following, the algorithms will be referred to as Back-Propagation Batch Learning (BPBL), Extended Kalman Filter Batch Learning (EKFBL), and Levenberg-Marquardt Batch Learning (LMBL). Both BPBL and LMBL are available in the Matlab Neural Networks Toolbox. EKFBL has been coded according to \[18\], using standard Matlab functions. OBL relies on the $fminu$ routine of the Matlab Optimization Toolbox. The initial weights vector has been chosen by using the $initff$ function of Matlab.

The input/output pairs of the dynamic system to be identified represent a nonlinear dynamics describing the rotation of a mass in water with asymmetric drag coefficients. The system dynamics is expressed by:

$$\psi = r$$

$$I_z \ddot{r} = -b_l(r) r - b_s(r) r |r| + M$$

where $\psi$ is the yaw angle, $r$ is the yaw rate (i.e., the angular speed), $M$ is the torque, and $I_z = 50.0 \text{Kgm}^2$ is the inertia. The linear and quadratic coefficients, $b_l(r)$ and $b_s(r)$, respectively, depend on the direction of rotation:

$$b_l(r) \triangleq \begin{cases} b_l^+ , & \text{for } r \geq 0 \\ b_l^- , & \text{for } r < 0 \end{cases}$$

and

$$b_s(r) \triangleq \begin{cases} b_s^+ , & \text{for } r \geq 0 \\ b_s^- , & \text{for } r < 0 \end{cases}$$

where $b_l^+ = 3.0 \text{kgm}^2/\text{sec}$, $b_l^- = 10.0 \text{kgm}^2/\text{sec}$, $b_s^+ = 5.0 \text{kgm}^2/\text{rad}$, and $b_s^- = 10.0 \text{kgm}^2/\text{rad}$. The measures of both $\psi$ and $r$ are corrupted by additive Gaussian random noises with zero mean and dispersions equal to $\sigma_\psi$. 

\[\text{Fig. 1. Collection of the information vector for the } d\text{-step estimator.}\]

\[\text{Fig. 2. Comparison between } t\text{ iterations of the one-step and the } N\text{-step estimators (} t > N\text{)}.\]
and $\sigma_r$. Moreover, an additive Gaussian random noise with zero mean and dispersion equal to $\sigma_z$ acts on (18). If a simple Euler’s discretization for a sample time equal to $T = 0.1$ sec is applied to (17) and (18), one obtains the pairs $[(\psi_i, r_i, M_i), (\psi_{i+1}, r_{i+1})]$, $i = 0, 1, \ldots$, where $\psi_i$, $r_i$, and $M_i$ are the values of $\psi$, $r$, and $M$ at the time $iT$, respectively. A pseudo-random binary sequence has been chosen for the torque, with maximum amplitude equal to $5N m$.

Three data sets (each made up of 5000 input/output pairs) have been generated for different levels of magnitude of the noise $\eta \triangleq \text{col} (\eta_{1i}, \eta_{2i}, \eta_{3i})$, $i = 0, 1, \ldots$, where $\eta_{1i}$, $\eta_{2i}$, and $\eta_{3i}$ are independently Gaussian distributed with dispersions $\sigma_\psi$, $\sigma_r$, and $\sigma_z$, respectively: a low noise level with $\sigma_\psi = 1$ deg, $\sigma_r = \sigma_z = 1$ deg/sec; a medium noise level with $\sigma_\psi = 2$ deg, $\sigma_r = \sigma_z = 2$ deg/sec; a high noise level with $\sigma_\psi = 5$ deg, $\sigma_r = \sigma_z = 5$ deg/sec. In the numerical simulations, all the algorithms have been applied to the same training set, given by the repetition of the 5000 input/output pairs for 100 times. This training set is well-suited to dealing with different operating conditions of numerical simulations, all the algorithms have been applied to the same training set, given by the repetition of the 5000 input/output pairs for 100 times. This training set is well-suited to dealing with different operating conditions of the torque, with maximum amplitude equal to $5N m$.

We have considered the following performance indices for the purpose of comparing the various algorithms. At each time instant $t = N, N + 1, \ldots$, we have computed the summed squared approximation error (SSE) on the data. At the end of the training, we have computed both the final SSE and the total number of floating-point operations (expressed in MFOs, with 1 MFO = $10^6$ floating-point operations). The termination criterion for the BPBL, LMBL, and OBL algorithms is the decrease in the respective cost functions, i.e., the optimization routines end if the cost decreases less than 0.1% (this is not the case with the EKFBL algorithm, as it works without an optimization routine).

Two types of feedforward neural networks have been considered, with a linear output layer and one hidden layer having 2 and 5 hidden neurons, respectively, and the activation function $\tanh(\cdot)$. The diagonal covariance error matrix for the estimates of the optimal weights by the EKFBL algorithm has been initialized with the value $10^{-2}$ for all the weights and computed by using [18, p. 962, formulas (35) and (36), with $T_{\text{max}}$ equal to 1000].

<table>
<thead>
<tr>
<th>noise level</th>
<th>$\mu = 1$</th>
<th>$\mu = 5$</th>
<th>$\mu = 10$</th>
<th>$\mu = 50$</th>
<th>$\mu = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SSE</td>
<td>MFO</td>
<td>SSE</td>
<td>MFO</td>
<td>SSE</td>
</tr>
<tr>
<td>low</td>
<td>4.89*</td>
<td>8975</td>
<td>5.62</td>
<td>8886</td>
<td>5.93</td>
</tr>
<tr>
<td>medium</td>
<td>12.32</td>
<td>9044</td>
<td>11.86*</td>
<td>8920</td>
<td>12.13</td>
</tr>
<tr>
<td>high</td>
<td>41.76</td>
<td>9259</td>
<td>41.61</td>
<td>9005</td>
<td>40.38</td>
</tr>
</tbody>
</table>

TABLE I
Final SSEs and MFOs of the OBL algorithm with a 2-neuron network for $d = 15$, $N = 15$, and different choices of $\mu$.

<table>
<thead>
<tr>
<th>noise level</th>
<th>$\mu = 1$</th>
<th>$\mu = 5$</th>
<th>$\mu = 10$</th>
<th>$\mu = 50$</th>
<th>$\mu = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SSE</td>
<td>MFO</td>
<td>SSE</td>
<td>MFO</td>
<td>SSE</td>
</tr>
<tr>
<td>low</td>
<td>3.94*</td>
<td>27906</td>
<td>4.76</td>
<td>27575</td>
<td>4.70</td>
</tr>
<tr>
<td>medium</td>
<td>11.60</td>
<td>28371</td>
<td>10.89*</td>
<td>27817</td>
<td>10.90</td>
</tr>
<tr>
<td>high</td>
<td>52.33</td>
<td>29826</td>
<td>41.12</td>
<td>28220</td>
<td>39.74</td>
</tr>
</tbody>
</table>

TABLE II
Final SSEs and MFOs of the OBL algorithm with a 5-neuron network for $d = 15$, $N = 15$, and different choices of $\mu$.

Tables I and II give the results obtained by the OBL algorithm for different choices of the parameter $\mu$ and for the two above-described networks. As can be noticed, a larger $\mu$ results in better performances in the presence of a high noise level (the superscript * denotes the lowest SSE value in each row of Tables I and II. Tables III and IV show the SSE performances and the computational loads for different choices of the number $d$ of sliding steps. A lower SSE is provided by a smaller value of $d$ but, in such a case, the training turns out to be more demanding in terms of computational load. On the other hand, the SSE decreases more slowly if $d$ is taken smaller because the data batches are processed at a lower rate (see Figs. 3 and 4). Such a behavior may be ascribed to the degree of overlapping due to the parameter $d$: a smaller value of $d$ involves a larger overlapping of two consecutive data batches. Thus, the data processing is slower but, for a fixed number of stages, the optimization is carried out on a larger amount of data. As a consequence, the learning is more effective, generally resulting in a smaller value of the final SSE at the end of the training. Of course, the computational effort increases. On the contrary, in general a larger value of $d$ results in a larger final SSE, but is less demanding in terms of the computational load.
TABLE III
Final SSEs and MFOs of the OBL algorithm with a 2–neuron network for \( N = 15 \), \( \mu = 10 \), a low noise level, and different choices of \( d \).

<table>
<thead>
<tr>
<th>( d )</th>
<th>SSE</th>
<th>MFO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.36</td>
<td>133130</td>
</tr>
<tr>
<td>2</td>
<td>5.52</td>
<td>66576</td>
</tr>
<tr>
<td>3</td>
<td>5.51</td>
<td>44333</td>
</tr>
<tr>
<td>4</td>
<td>5.79</td>
<td>33304</td>
</tr>
<tr>
<td>5</td>
<td>5.87</td>
<td>26599</td>
</tr>
<tr>
<td>6</td>
<td>5.79</td>
<td>22160</td>
</tr>
<tr>
<td>7</td>
<td>5.90</td>
<td>19003</td>
</tr>
<tr>
<td>8</td>
<td>5.79</td>
<td>16554</td>
</tr>
<tr>
<td>9</td>
<td>5.84</td>
<td>14760</td>
</tr>
<tr>
<td>10</td>
<td>5.98</td>
<td>13306</td>
</tr>
<tr>
<td>11</td>
<td>5.93</td>
<td>12096</td>
</tr>
<tr>
<td>12</td>
<td>5.90</td>
<td>11095</td>
</tr>
<tr>
<td>13</td>
<td>6.02</td>
<td>10238</td>
</tr>
<tr>
<td>14</td>
<td>6.01</td>
<td>9514</td>
</tr>
<tr>
<td>15</td>
<td>5.93</td>
<td>8873</td>
</tr>
</tbody>
</table>

Comparison results among the various training algorithms are presented in Tables V and VI and in Figs. 5, 6, 7, and 8, for data batches corresponding to those processed by OBL with \( d = 15 \) and \( N = 15 \) (the results obtained by the OBL training for suitable choices of \( \mu \) correspond to the entries with the superscript * in Tables I and II). OBL outperforms both LMBL and BPBL (note that LMBL shows a fast rate of decrease in the SSE but the final SSE value is the largest). As regards the comparison with EKFBL, OBL yields better or similar results (see Tables V and VI). However, it should be stressed that the performance of the EKFBL is obtained at the expense of a much higher computational load.

We now focus on Figs. 5, 6, 7, and 8. First of all, note that LMBL has a final SSE almost one order of magnitude larger than those of the other algorithms. Hence, let us neglect the results of LMBL and consider the final SSE for BPBL, which is the algorithm with the worst performance among EKFBL, OBL, and BPBL. The purpose is to compare the computational loads required by the three algorithms, to achieve the BPBL accuracy. From Tables V and VI with a medium noise level, it turns out that the final SSEs for BPBL are equal about to 17.71 and 11.46 for the 2–neuron and 5–neuron networks, respectively. After obtaining from Figs. 5 and 7 the iteration steps associated with these SSE values...
Fig. 3. SSEs for OBL with a 2–neuron network for different choices of $d$, $N = 15$, $\mu = 10$, and a low noise level.

Fig. 4. SSEs for OBL with a 5–neuron network for different choices of $d$, $N = 15$, $\mu = 100$, and a medium noise level.

for the various algorithms, by Figs. 6 and 8 we can compare the computational loads required by BPBL, EKFBL, and OBL to achieve such errors. Algorithm OBL shows a better performance also according to this comparison criterion: its computational load is the lowest.

Finally, the prediction capabilities of the different training algorithms are presented in Figs. 9, 10, 11, and 12 for the angle prediction and in Figs. 13, 14, 15, and 16 for the angular speed prediction (with data batches corresponding to those processed by OBL with $d = 15$ and $N = 15$). Also this comparison shows that OBL outperforms both LMBL and BPBL. Its performance is comparable with that of EKFBL but is much less demanding in terms of computational load.
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TABLE V
Final SSEs and MFOs of the training algorithms with 2–neuron networks.

<table>
<thead>
<tr>
<th>noise level</th>
<th>BPBL</th>
<th>EKFBL</th>
<th>LMBL</th>
<th>OBL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SSE</td>
<td>MFO</td>
<td>SSE</td>
<td>MFO</td>
</tr>
<tr>
<td>low</td>
<td>8.32</td>
<td>7438</td>
<td>5.48</td>
<td>1.23·10⁻⁴</td>
</tr>
<tr>
<td>medium</td>
<td>17.71</td>
<td>7340</td>
<td>11.59</td>
<td>1.23·10⁻⁴</td>
</tr>
<tr>
<td>high</td>
<td>51.49</td>
<td>7408</td>
<td>38.54</td>
<td>1.23·10⁻⁴</td>
</tr>
</tbody>
</table>

TABLE VI
Final SSEs and MFOs of the training algorithms with 5–neuron networks.

<table>
<thead>
<tr>
<th>noise level</th>
<th>BPBL</th>
<th>EKFBL</th>
<th>LMBL</th>
<th>OBL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SSE</td>
<td>MFO</td>
<td>SSE</td>
<td>MFO</td>
</tr>
<tr>
<td>low</td>
<td>4.27</td>
<td>1.61·10⁻⁴</td>
<td>2.70</td>
<td>3.24·10⁻⁴</td>
</tr>
<tr>
<td>medium</td>
<td>11.46</td>
<td>1.60·10⁻⁴</td>
<td>9.13</td>
<td>3.24·10⁻⁴</td>
</tr>
<tr>
<td>high</td>
<td>41.60</td>
<td>1.60·10⁻⁴</td>
<td>36.97</td>
<td>3.24·10⁻⁴</td>
</tr>
</tbody>
</table>


Fig. 5. SSEs for BPBL, EKFBL, LMBL, and OBL with 2–neuron networks and medium noise levels.
Fig. 6. MFOs for BPBL, EKFBL, LMBL, and OBL with 2–neuron networks and medium noise levels.

Fig. 7. SSEs for BPBL, EKFBL, LMBL, and OBL with 5–neuron networks and medium noise levels.

Fig. 8. MFOs for BPBL, EKFBL, LMBL, and OBL with 5-neuron networks and medium noise levels.

Fig. 9. $y_1$ prediction for BPBL (5-neuron network) with a medium noise level.


Fig. 10. $y_1$ prediction for EKFBL (5-neuron network) with a medium noise level.

Fig. 11. $y_1$ prediction for LMBL (5-neuron network) with a medium noise level.
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Fig. 12. $y_1$ prediction for OBL (5-neuron network) with a medium noise level.

Fig. 13. $y_2$ prediction for BPBL (5-neuron network) with a medium noise level.

Marcello Sanguineti was born in Chiavari (Genova), Italy, in 1968. He received the “Laurea” degree in electronic engineering in 1992 and the Ph.D. degree in electronic engineering and computer science in 1996, both from the University of Genoa, Italy. Since 2000, he has been Adjunct Professor of System Analysis and of Functional Analysis for Optimization at DIST (Department of Communications, Computer and System Sciences), University of Genoa. Since 1997, he has spent several periods as Visiting Scientist at the Institute of Computer Science, Czech Academy of Sciences, Prague. He is currently a Research Associate at DIST.

His research interests include optimal control, neural networks, nonlinear approximation, and nonlinear dynamic systems.

Manfredi Maggiore received the “Laurea” degree in Electronic Engineering in 1996 from the University of Genoa, Italy, and the PhD degree in Electrical Engineering from the Ohio State University, USA, in 2000. He is currently Assistant Professor in the Edward S. Rogers Sr. Department of Electrical and Computer Engineering, University of Toronto, Canada. His research interests include various aspects of nonlinear control, such as output feedback control and output tracking, and nonlinear estimation.
Fig. 14. $y_2$ prediction for EKFBL (5-neuron network) with medium noise level.

Fig. 15. $y_2$ prediction for LMBL (5-neuron network) with a medium noise level.

Fig. 16. $y_2$ prediction for OBL (5-neuron network) with a medium noise level.